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Why Xbox is not so popular?

Expensive

Not portable

Only indoor



Capture 3D pose and shape with RGB camera

Figure 5: Successful reconstructions of our aproach on UP-3D [4] (extension of Figure 3 of the main manuscript).

Figure 6: Reconstructions on UP-3D [4] using our approach (blue) and the direct prediction approach of [4] (pink). Our
approach typically leads to more accurate and faithful reconstructions (extension of Figure 4 of the main manuscript).

Figure 7: A set of typical failure cases on UP-3D [4] for our approach. Reconstructions that do not match exactly to the 2D
image evidence, retrieval of a more regular pose, ignoring small scale details, errors in the global rotation, and failures because
of particularly challenging poses (e.g., with self-occlusions), are the main sources of error for our approach.
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Challenge I:  appearance variability



Challenge II:  structural variability



Challenge III:  single-view ambiguity

infinite number of 
possible shapes 
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Learning 3D geometry
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Y = f (X ;θ )

Deep learning
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Pose estimation as supervised learning
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Human can label 2D properties

MPII Dataset (Andriluka et al., 2014)
• 25K images
• 40K poses
• 410 activities from YouTube



Manually label 3D pose and shape ??
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Collecting training data using motion capture (MoCap)
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Type of action Scenarios Train Validation Test
Upper body Directions 83,856 50,808 114,080
movement Discussion 154,392 68,640 140,764
Full body upright Greeting 69,984 33,096 84,980
variations Posing 70,948 25,800 85,912

Purchases 49,096 33,268 48,496
Taking Photo 67,152 38,216 89,608
Waiting 98,232 54,928 123,432

Walking variations Walking 114,468 47,540 93,320
Walking Dog 77,068 30,648 59,032
Walking Pair 76,620 36,876 52,724

Variations while Eating 109,360 39,372 97,192
seated on a chair Phone Talk 132,612 39,308 92,036

Sitting 110,228 46,520 89,616
Smoking 138,028 50,776 85,520

Sitting on the floor Sitting Down 112,172 50,384 105,396
Various Movements Miscellaneous - - 105,576

Total 1,464,216 646,180 1,467,684

(a) The number of 3D human poses in Human3.6M in training,
validation and testing aggregated over each scenario. We used 5
subjects for training (2 female and 3male), 2 for validation (1 female
and 1 male) and 4 subjects for testing (2 female and 2 male). The
number of video frames is the same as the number of poses (4
cameras capturing at 50Hz). The number of TOF frames can be
obtained by dividing the table entries by 8 (1 sensor capturing at
25Hz).

MoCap System DV System
No x Sensor 10 x Vicon T40 No x Sensor 4 x Basler piA1000
Resolution 4 Megapixels Resolution 1000x1000
Freq. 200Hz Freq. 50Hz
Sync hardware Sync hardware

TOF System Body Scanner
No x Sensor 1 x Mesa SR4000 Sensor Vitus Smart LC3
Resolution 176x144 No. Lasers 3
Freq. 25Hz Point Density 7dots/cm3
Sync software Tolerance < 1mm

(b) Technical summary of our different sensors.

(c) Floor plan showing the capture region and the
placement of the video, MoCap and TOF cameras.

Fig. 2. Overview of the data and the experimental setup. (a) Number of frames in training, validation and testing by scenario. (b)
Technical specification of our sensors. (c) Schema of our capture space and camera placement.

Fig. 3. A sample of the data provided in our dataset from left to right: RGB image, person silhouette (bounding box is also
available), time-of-flight (depth) data (range image shown here), 3D pose data (shown using a synthetic graphics model), accurate
body surface obtained using a 3D laser scanner.

to complement the joint position information alone. This
data can be used also to evaluate human body shape
estimation algorithms[24]. The meshes are released as
part of the dataset. The subjects wore their own regular
clothing, as opposed to special motion capture outfits, to
maintain as much realism as possible. The actors were
given detailed tasks and were shown visual examples
(images of people) in order to help them plan a stable
set of poses for the creation of training, validation and
test sets. However, when executing these tasks, the actors
were given quite a bit of freedom to move naturally
instead of being forced into a strict interpretation of the
motions or poses corresponding to each task.

The dataset consists of 3.6 million different human
poses collected with 4 digital cameras. Data is organized
into 15 training scenarios including walking with many

types of asymmetries (e.g. walking with a hand in a
pocket, walking with a bag on the shoulder), sitting and
lying down, various types of waiting poses and so on.
The structure of the dataset is shown in table 2(a).

Joint Positions and Joint Angle Skeleton Representa-
tions: Common pose parametrizations considered in the
literature include relative 3D joint positions (R3DJP) and
kinematic representation (KR). Our dataset provides data
in both parametrizations, with a full skeleton containing
the same number of joints (32) in both cases. In the
first case (R3DJP), the joint positions in a 3D coordinate
system are provided. The data is obtained from the joint
angles (provided by Vicon’s skeleton fitting procedure)
by applying forward kinematics on the skeleton of the
subject. The parametrization is called relative because
there is a specially designated joint, usually called the
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Challenges for learning 3D pose and shape

Lack of training data

Poor generalization ability 

Unstructured output



Two stage approach

Only need 2D image-pose pairs to train 2D pose detector 

Use geometric methods to lift 2D pose to 3D  

JOURNAL OF LATEX CLASS FILES, VOL. X, NO. X, APRIL 2016 5

… =

Fig. 2. Illustration of the CNN based 2D joint regressor. The network
is fully convolutional. The input is an image and the output is a multi-
channel heat map with each channel showing the possible spatial distri-
bution of a joint.

The second architecture is the stacked hourglass model
proposed by Newell et al. [60], which has achieved the
state-of-the-art performance for 2D human pose detection.
Similar to the basic model described above, the hourglass
model also consists of convolutional layers, but the main
difference is that the shape of the network is a hourglass
structure consisting of a series of downsampling layers with
decreasing resolutions followed by a series of upsampling
layers, which implements the bottom-up and top-down pro-
cessing to integrate contextual information over the whole
image. A second hourglass component is stacked at the end
of the first one to refine the heat maps as a postprocessing
step. The final outputs are 64 ⇥ 64 heat maps. The `2 loss
is minimized during training and intermediate supervision
is applied at the end of the first module. The convolutional
layers are implemented with residual modules. Please refer
to the original paper [60] for details.

During testing, consistent with previous 3D pose meth-
ods (e.g., [36], [34]), a bounding box around the subject is
assumed and the image patch in the bounding box It is
cropped in frame t and fed forward through the network to
predict the heat maps, hj(·; It), 8j = 1, . . . , n.

5 EMPIRICAL EVALUATION

5.1 Datasets and implementation details
Empirical evaluation was performed on four datasets –
Human3.6M [33], Human Eva I [52], KTH Football II [53]
and MPII [51], which covered both studio and more realistic
scenarios. The first three were used for quantitative evalua-
tion and the last one for qualitative evaluation.

5.2 Evaluation metric
Given a set of estimated 3D joint locations x̂1, · · · , x̂n and
the corresponding ground-truth locations x⇤

1, · · · ,x⇤
n in the

same coordinates, the per joint error is defined as the
average Euclidean distance over all joints:

e =
1

n

nX

i=1

kx̂i � x⇤
i k2. (17)

Note that the above metric depends on the absolute pose
of the estimated structure including scale, translation and
orientation. The scale and depth ambiguities are inherent
to monocular reconstruction and cannot be resolved in gen-
eral. The scale is directly learned from training subjects in

prediction-based methods [33], [36], [34]. For a fair compar-
ison, the reconstruction by the proposed method is scaled
such that the mean limb length is identical to the average
value of all training subjects. As the standard protocol in
the Human3.6M and HumanEva datasets, the root locations
of compared skeletons are aligned to make the evaluation
translation invariant. Note that Procrustes alignment to the
ground truth is not allowed.

The reconstruction error is defined as the 3D per joint
error up to a similarity transformation:

e = min
T

1

n

nX

i=1

kx̂i � T (x⇤
i )k2,

where T denotes the transformation and the optimal pa-
rameters can be obtained by the Procrustes method. The 3D
reconstruction error is widely used in structure from motion
to evaluate the accuracy of recovered structure regardless of
scale and rigid pose.

The percentage of correct parts (PCP) is defined as

PCP =
1

n

nX

i=1

I
✓kx̂i � xik+ kŷi � yik

2kxi � yik
 ⌧

◆
, (18)

where xi and yi are the coordinates of two ends of the i-th
part and x̂i and ŷi the corresponding estimates. I and ⌧ de-
note the indicator function and the threshold, respectively.
The PCP metric measures the fraction of correctly located
parts with respect to a threshold.

5.3 Human3.6M
The Human3.6M dataset [33] is a recently published large-
scale dataset for 3D human sensing. It includes millions
of 3D human poses acquired from a MoCap system with
corresponding images from calibrated cameras. This setup
provides synchronized videos and 2D-3D pose data for
evaluation. It includes 11 subjects performing 15 actions,
such as eating, sitting and walking. The same data partition
protocol as in previous work was used [36], [34]: the data
from five subjects (S1, S5, S6, S7, S8) was used for training
and the data from two subjects (S9, S11) was used for testing.
The original frame rate is 50 fps and is downsampled to 10
fps.

The algorithm in [47] was used to learn the pose dictio-
naries. The dictionary size was set to K = 64 for action-
specific dictionaries and K = 128 for the nonspecific action
case. For all experiments, the same set of parameters was
used (↵ = 0.1, � = 5, � = 0.5, ⌫ = 4 in a normalized 2D
coordinate system).

5.3.1 3D pose reconstruction with known 2D pose
First, the evaluation of the 3D reconstructability of the
proposed method with known 2D poses is presented. The
generic approach to 3D reconstruction from 2D correspon-
dences across a sequence is NRSFM. The proposed method
is compared to the state-of-the-art method for NRSFM [38]
on the Human3.6M dataset. A recent baseline method for
single-view pose reconstruction Projected Matching Pursuit
(PMP) [5] and the initialization method [47] used in our
pipeline are also included in the comparison.

The sequences of S9 and S11 from the first camera in the
Human 3.6M dataset were used for evaluation and frames
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solved via matrix factorization followed by metric rectifi-
cation [32], [33]. In some recent works, iterative algorithms
were employed for better precision [34], [35] or sequential
processing [36], and the problem studied in this paper is
analogous to the step of fixing basis shapes and updating
the remaining variables in those works.

3 PROBLEM STATEMENT

The problem studied in this paper can be described by the
following linear system:

W = ⇧S, (1)

where S 2 R3⇥p denotes the unknown 3D shape, which
is represented by 3D locations of p points. W 2 R2⇥p

denotes their projections in a 2D image. ⇧ is the cam-
era calibration matrix. To simplify the problem, the weak-
perspective camera model is usually used, which is a good
approximation when the object depth is much smaller than
the distance from the camera. With this assumption, the
calibration matrix has the following simple form:

⇧ =


s 0 0
0 s 0

�
, (2)

where s is a scalar depending on the focal length and the
distance to the object.

There are always more variables than equations in (1). To
make the problem well-posed, a widely-used assumption
is that the unknown shape can be represented as a linear
combination of predefined basis shapes, which is originated
from the active shape model [7]:

S =
kX

i=1

ciBi, (3)

where Bi 2 R3⇥p for i 2 [1, k] represents a basis shape
learned from training data, while ci denotes the weight
of each basis shape. Thus, the reconstruction problem is
reduced to a problem of estimating several coefficients by
fitting the model (3) to the landmarks in an image, which
greatly reduces the number of unknowns.

Since the basis shapes are predefined, the relative ro-
tation and translation between the camera frame and the
coordinates that define the basis shapes need to be taken
into account, and the 3D-2D projection is depicted by:

W = ⇧

 

R
kX

i=1

ciBi + T1T

!

, (4)

where R 2 R3⇥3 and T 2 R3 correspond to the rotation
matrix and the translation vector, respectively. R should be
in the special orthogonal group

SO(3) = {R 2 R3⇥3|RTR = I3, detR = 1}. (5)

Equation (4) can be further simplified as

W = R̄
kX

i=1

ciBi, (6)

where R̄ 2 R2⇥3 denotes the first two rows of the rotation
matrix, and the translation T has been eliminated by cen-
tralizing the data, i.e. subtracting each row of W and B by

its mean. Note that the scalar s in the calibration matrix has
been absorbed into c1, · · · , ck.

In the conventional active shape model, the principal
components of the training samples are used as the basis
shapes, which assumes that the unknown shape lies in a
low-dimensional linear space. In more recent work (e.g. [8],
[37], [38], [39]), it has been shown that the low-dimensional
linear space is insufficient to model complex shape varia-
tion, e.g., human poses, and a promising approach is using
an over-complete dictionary and representing an unknown
shape as a sparse combination of atoms in the dictionary.
Such a sparse representation implicitly encodes the assump-
tion that the unknown shape should lie in a union of
subspaces that approximates a nonlinear shape manifold.
The representabilities of PCA and sparse representation for
3D human pose modeling will be empirically compared in
Section 5.2.

Based on the sparse representation of shapes, the fol-
lowing type of optimization problem is often considered to
estimate an unknown shape:

min
c,R̄

1

2

�����W � R̄
kX

i=1

ciBi

�����

2

F

+ ↵kck1,

s.t. R̄R̄
T
= I2, (7)

where c = [c1, · · · , ck]T and kck1 represents the `1 norm
of c, which is the convex surrogate of the cardinality. k · kF
denotes the Frobenius norm of a matrix. The terms in the
loss function of (7) correspond to the reprojection error and
the sparsity of representation, respectively.

The optimization in (7) is nonconvex and there is an or-
thogonality constraint. A commonly-used strategy to solve
the optimization is the alternating minimization scheme, in
which two steps are alternated: (1) fixing R̄ and updating
c by any `1 minimization solver, e.g., the methods summa-
rized in [40]; (2) fixing c and updating R̄ using certain rota-
tion representations such as the quaternions, the exponential
map or a manifold representation. In some previous works
(e.g. [8], [18]), R̄ is updated by the Procrustes method, i.e.,
projecting the least-squares solution to the orthogonal group
via singular value decomposition (SVD). But this method
can only yield an approximate solution since R̄ is not a
full rotation matrix and generally no closed-form solution
exists [41]. The alternating algorithm is summarized in
Algorithm 1. Due to the nonconvexity of (7), Algorithm 1
may get stuck at local minima when initialization is far away
from the true solution.

Input: W
Output: c and R̄.

1 initialize c and R̄;
2 while not converged do

3 update c using any `1 minimization solver;
4 update R̄ using any local optimization solver over

SO(3) or the Procrustes method;
5 end

Algorithm 1: Alternating minimization to solve (7).
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End-to-end approach

CVPR 2017



Using weakly annotated data

           Z(left knee) > Z(right knee)

       Z(right elbow) > Z(right wrist)

           Z(left shoulder) < Z(right shoulder)

    Z(right knee) < Z(left hip)

          Z(left wrist) = Z(left elbow)

                   Z(head) > Z(right ankle)

        Z(right hip) = Z(left hip)

Z(right ankle) < Z(neck)

           Z(left wrist) < Z(left ankle)

Humans can annotate ordinal depth relations.
CVPR 2018



Refinement with a reconstruction component
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• Recovers a coherent 3D pose
• Simple multi-layer perceptron
• Trained only on MoCap data.



Human3.6M Human3.6M + 2D keyp Human3.6M + 2D keyp + Ord

Figure 8: Qualitative evaluation on MPI-INF-3DHP [5, 6], demonstrating the importance of ordinal depth annotations for
proper generalization. Each row corresponds to one image example, where we present the test image and the predicted 3D
pose for the three different models discussed in Table 3 of the main manuscript. The first three columns refer to the first
model (training with Human3.6M data), the three middle columns to the second model (training with Human3.6M data and
in-the-wild images with 2D keypoint annotations), and the last three columns to the third model (training with Human3.6M
data and in-the-wild images with 2D keypoint and ordinal depth annotations).
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Only using MoCap data for training Using MoCap + ordinal depth



Quantitative evaluation on Human3.6M

Mean distance to ground truth per joint (mm)



Predicting pose & shape

…but full pose and shape is even better.

Stickman figures are nice…



Integrating a statistical shape model into CNNs
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Mesh 
Generator Renderer�

✓

(a) Training on real images (b) Training on human shape instances

(c) End-to-end training on real images

Silhouette

Heatmaps

Input image
Projected  

silhouette & keypoints

Human2D

ShapePrior

PosePrior

Figure 1. Schematic representation of our framework. (a) An initial ConvNet, Human2D, predicts 2D heatmaps and masks from a single
color image, using 2D pose data [19, 4] for training. (b) Two networks estimate the parameters of the statistical model SMPL [25], using
instances of the parametric model for training. The PosePrior estimates pose parameters (✓) from keypoints, and the ShapePrior estimates
shape parameters (�) from silhouettes. (c) The framework can be trained end-to-end without requiring images with 3D shape groundtruth,
by projecting the full body 3D mesh to the image and optimizing for the consistency of the projection with 2D annotations (keypoints and
masks). The blue parts (Mesh Generator and Renderer) indicate components without learnable parameters.

loss has better correlation with the typically used vertex-to-
vertex 3D error and improves training compared to naive
parameter regression. Finally, we propose to employ a dif-
ferentiable renderer to project the generated 3D mesh back
to the 2D image. This enables end-to-end finetuning of the
network by optimizing for the consistency of the projec-
tion with annotated 2D observations, i.e., 2D keypoints and
masks. The complete framework offers a modular direct
prediction solution to the problem of 3D human pose and
shape estimation from a single color image and outperforms
previous approaches on the relevant benchmarks.

Our main contributions can be summarized as follows:

• an end-to-end framework for 3D human pose and
shape estimation from a single color image.

• incorporation of a parametric statistical shape model,
SMPL, within the end-to-end framework, enabling:

– prediction of the model parameters from ConvNet-
estimated 2D keypoints and masks to avoid training
on synthetic image examples.

– generation of the 3D body mesh at training time and
supervision based on the 3D shape consistency.

– use of a differentiable renderer for 3D mesh projec-
tion and refinement of the network with supervision
based on the consistency with 2D annotations.

• superior performance compared to previous ap-
proaches at significantly faster running time.

2. Related work

3D human pose estimation: In order to estimate a con-
vincing 3D reconstruction of the human body, it is crucial
to get an accurate prediction of the 3D pose of the person.
Many recent works follow the end-to-end paradigm [47, 40,
42, 46, 53], using images as input to predict 3D joint loca-
tions [23, 45, 34, 28], regress 3D heatmaps [31], or classify
the image in a particular pose class [39, 40]. Unfortunately,
an important constraint is that most of these ConvNets re-
quire images with 3D pose groundtruth for training, limiting
the available training data sources. Other approaches com-
mit to the 2D pose estimates provided by state-of-the-art
ConvNets and focus on the 3D pose reconstruction [29, 55],
recover 3D pose exemplars [8], or produce multiple 3D pose
candidates consistent with the 2D pose [18]. Notably, Mar-
tinez et al. [27] demonstrate state-of-the-art results using a
simple multi-layer perceptron which regresses the 3D joint
locations from 2D pose input. Our goal is significantly dif-
ferent from the aforementioned works on 3D pose, since in-
stead of a rough stickman-like figure, we estimate the whole
surface geometry of the human body.
Human shape estimation: Concurrently with advances in
3D human pose, a different set of works addressed the prob-
lem of human shape estimation. In this case, given a sin-
gle image, most methods attempt to estimate the parame-
ters of a statistical body shape model like SCAPE [5] or
SMPL [25]. The input is usually silhouettes, while regres-
sion forests [9] and ConvNets [11, 10] have been proposed
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Summary

3D human sensing is important, interesting and challenging

3D from single view is possible with learning-based methods

But deep learning cannot solve everything and we still need 
geometry
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