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Optimization for Training DNNs 

Quoc V. Le et al., On Optimization Methods for Deep Learning, ICML 2011. 
Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

• Stochastic gradient descent is the dominant method for 
training DNNs 
 Low computational cost 

 Good empirical performance: can help escape local stationary 
points 

 Relatively easy in supporting arbitrary network topology: using 
automatic differentiation 

X Vanishing or blow-up gradient 

X Cannot deal with nondifferentiable activation functions directly 

X Requires much manual tuning of optimization parameters such as 
learning rates and convergence criteria 

X Inherent sequential: difficult to parallelize 



Optimization for Training DNNs 

Quoc V. Le et al., On Optimization Methods for Deep Learning, ICML 2011. 
Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

• Other trials, as unconstrained problem 
– Layer-wise pre-training 

– Contrastive divergence 

– Stochastic diagonal Levenberg-Marquardt 

– Hessian free 

– L-BFGS 

– Conjugate gradient 



Optimization for Training DNNs 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

• Other trials, as constrained problem, using penalty method 

(Carreira-Perpinan and Wang, 2014) 

(Zeng et al. 2018) 



Optimization for Training DNNs 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

• Other trials, as constrained problem, using ADMM 

(Taylor et al. 2016) 

(Zhang, Chen, and Saligrama, 2016) 



Optimization for Training DNNs 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

• Other trials, as constrained problem, using lifted objective 
function 

(Zhang and Brand, 2017) 

For ReLU only! 



Lifted Proximal Operator Machines for 
Training DNNs 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

proximal operator 



Lifted Proximal Operator Machines for 
Training DNNs 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

So far so good. But … 



Lifted Proximal Operator Machines for 
Training DNNs 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

We need the equality constraints for 
fast inference on new data samples! 
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Lifted Proximal Operator Machines for 
Training DNNs 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

• Good Property of LPOM 

1. Can use Block Coordinate Descent 
2. The optimal solutions for updating 

Xi and Wi can be obtained 

The subproblems of penalty and 
ADMM methods are all nonconvex! 



Solving LPOM 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

• Overall algorithm 
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Solving LPOM 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 



Parallelizing LPOM 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

Asynchronous parallelization! 

SGD can only be parallelized at the implementation level, 
not the algorithmic level. 

Paper submitted to IJCAI 2019. 



Experiments 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 



Advantages of LPOM 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 
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Advantages of LPOM 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 



Future Work 

Jia Li, Cong Fang, and Zhouchen Lin, Lifted Proximal Operator Machines, AAAI 2019. 

• Extend to CNNs 

– Support more operations, e.g., pooling and batch 
normalization 

– Support arbitrary topology 
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Analogy between DNN and 
Optimization 
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Optimization Inspired DNNs for 
Image Reconstruction 

• ISTA-Net 

• FISTA-Net 

• ADMM-Net 

Jian Zhang and Bernard Ghanem, ISTA-Net: Interpretable Optimization-Inspired Deep Network for Image 
Compressive Sensing, CVPR 2018. 
Jian Zhang and Bernard Ghanem, ISTA-Net - Iterative Shrinkage-Thresholding Algorithm Inspired Deep 
Network for Image Compressive Sensing, arXiv, 2017. 
Y. Yang, J. Sun, H. Li, and X. Zongben. Deep ADMM-net for compressive sensing MRI, NIPS, 2016. 

• Rewrite the iterative algorithm to solve the image reconstruction model as 
neural networks 

• The activation functions are usually the soft thresholding operator 



• Optimization Inspired DNNs for Image 
Reconstruction 

• Optimization Inspired DNNs for Image 
Recognition 



Gradient Descent 



Heavy-Ball Method 



Heavy-Ball Method 



Nesterov's Accelerated Gradient 
Descent 



Alternating Direction Method 
(ADM) 

Assume: Easy 



Optimization Inspired DNNs for 
Recognition 

Huan Li, Yibo Yang, and Zhouchen Lin, Optimization Algorithm Inspired Deep Neural Network Structure 
Design, ACML 2018 

• genetic algorithm (Schaffer et al., 1992; Lam et al., 2003) 
– perform worse than the hand-crafted ones 

• Bayesian optimization (Domhan et al. 2015) 

• meta-modeling approach (Bergstra et al. 2013) 

• adaptive strategy (Kwok and Yeung 1997, Ma and 
Khorasani 2003, Cortes et al. 2017)  

• reinforcement learning (Baker et al. 2016, Zoph and Le 
2017) 

Heuristic, computation intensive, domain knowledge required 
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Key Observation 

Huan Li, Yibo Yang, and Zhouchen Lin, Optimization Algorithm Inspired Deep Neural Network Structure 
Design, ACML 2018 



 
– DNNs are computing features 

– We want to compute features as quickly as possible and we 
want as shallow as possible networks 

– Faster algorithms can compute features quicker 

Hypothesis 

Huan Li, Yibo Yang, and Zhouchen Lin, Optimization Algorithm Inspired Deep Neural Network Structure 
Design, ACML 2018 

• Faster algorithms may lead to better DNNs 



From GD to Other Optimization 
Algorithms 
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Engineering Tricks 

Huan Li, Yibo Yang, and Zhouchen Lin, Optimization Algorithm Inspired Deep Neural Network Structure 
Design, ACML 2018 

• Relax W to be learnable 

• Relax Φ to be learnable and incorporate pooling and 
batch normalization 

• Relax coefficients to be learnable 



Engineering Tricks 

Huan Li, Yibo Yang, and Zhouchen Lin, Optimization Algorithm Inspired Deep Neural Network Structure 
Design, ACML 2018 

ResNet and DenseNet are special cases! 

(16) 

(18) 

(20) 



Experiments 

Huan Li, Yibo Yang, and Zhouchen Lin, Optimization Algorithm Inspired Deep Neural Network Structure 
Design, ACML 2018 

Error rates (%) on ImageNet when HB-Net and 
AGD-Net have the same depth as their baselines. 



Discussions 

Huan Li, Yibo Yang, and Zhouchen Lin, Optimization Algorithm Inspired Deep Neural Network Structure 
Design, ACML 2018 

• Can serve as a good initialization of AutoML and hand design. 
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Conclusions 

• Optimization is an integral part of 
machine learning 

• Optimization can not only help training 
DNNs, but also help structure design 

• More interesting connections are yet to 
explore 



Thanks! 
• zlin@pku.edu.cn 

• http://www.cis.pku.edu.cn/faculty/vision/zlin/zlin.htm 

Recruitments 
PKU: PostDoc (270K RMB/year) and 
Faculty 
Samsung Beijing AI Lab: Researcher 
之江Lab: Researcher and PostDoc 
 
All in machine learning related areas 
Please Google me and visit my webpage! 
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