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Motion Retargeting in 3D 
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Decompose and Re-compose
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Learning Clusters Implicitly
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Implicitl Clusters Learning
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Triplet Loss
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Supporting Videos in the wild

Augmentation (Temporal trimming, flips, 
rotation, scale) 

Adding noise to the training data 

Reconstruct real videos using (only) the 
reconstruction loss. 
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Results-skeleton



Results - view



Interpolation



Comparison
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Applications - Motion Retrieval
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Failure cases



Failure cases



Conclusions

Take home message:

Deep networks can constitute a better solution 
for specific sub-tasks, which do not strictly 
require a full 3D reconstruction. 

Synthetic data can really help with deep 
neural network training.



Questions?


