Language-Driven Visual Reasoning for
Referring Expression Comprehension
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Introduction

Referring Expression Comprehension

1. The sheep in the middle

2. The fattest sheep

Sheep 2

Sheep 3

3. The sheep farthest from the grass

Sheep 1

. The hat worn by the man bending over and

stroking the dog

. The hat on the guy to the left of the man in

the yellow shirt
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Cross-Modal Relationship Inference (CVPR2019)

Motivation:

[0 Relationships (including first-order and multi-order) is essential for visual grounding.

O Graph based information propagation helps to explicitly capture multi-order relationships.

| Input  Expression

y & LSy weaning & green




Language-Guided Visual Relation Graph

Spatial Relation Graph Construction

(a) no relationship (0) (b} inside (1)

€ij 1s the index label of relationship 7
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Language-Guided Visual Relation Graph

Language-Guided Visual Relation Graph Construction

1. Given expression L = {l;}/_, , Bidirectional LSTM for word feature extraction h, € RPn

2. The type (1.e. entity, relation, absolute location and unnecessary word) for each word
m; — SOfUIlElX(W[l O'(Wloht + blO) + bll)

Weighted normalized attention of word [; refer to vertex U ,

c p
)\t,i — mg()) Xp(Qt,I/)

{ Qg § = Wn [tanh(WUxf -+ Whht)]

T
The language context C; at vertex U; : ¢; = » Avhy
t=1

Zf( exp(az,;)



Language-Guided Visual Relation Graph

Language-Guided Visual Relation Graph Construction

T
3. The gate p? for vertex v; is defined as: p; = Z At,i
f=1

7
the gate p$ for edges with type j € {1,2,..N°}is: pj = wa.j

t=1
The language-guided multi-modal graph is defined as: G™ = (V, E,X™, P?, P°)

X™ = {x"}, X;" = [x},c]



Language-Guided Visual Relation Graph

Gated graph convolution operation at vertex: U;

XM= )" pi’;,,,-(W’("’iﬂ"'_l)1>}’ )

ei, ;>0

0 = 3 3, (WO )

ej,i>0

Matching Score and Loss Function:

s; = L2Norm(W 4ox;) ® L2Norm(W, 1 h,)

loss = max(Speq + A — 54¢,0)

~§n> W(n) (=) | p(m
X = {x¢ _X(N)}

Xi = [pria Xf]



Experiments

Evaluation Datasets: RefCOCO, RefCOCO+ and RefCOCOg
Evaluation Metric: Precision@1 metric (the fraction of correct predictions)

RefCOCO | RetCOCO+ | RefCOCOg |
feature val testA | tesiB val testA | testB val test
I | MMI[23] I vegl6 | - | 63.15164.21 | - |48.73|42.143( - | - |
2 | Neg Bag [26] vegle | 7690 | 75.60 | 7R.00 . . . . 68.40
3 | CGJ22 veel6 - 7404 | 7343 - 60.26 | 55.03 - -
4 | Aur[19) veel6 - 7885 | 78.07 - 6147 | 57.22 - -
5 | CMN[7] veel6 - 7594 | 79.57 - 59.29 | 59.34 - -
6 | Speaker [36] veel6 76.18 | 7439 | 7730 | 5894 | 61.29 | 56.24 - -
7 | Listener [37) veel6 7748 | 76.58 | 789 | 6050 | 61.39 | 58.11 | 6993 | 69.03
8 | Speaker+Listener+Remnforcer [37] veel6 7956 | 7895 | 8022 1 6226 | 6460 | 5962 | 7165 | T1IL92
9 | VanContext [41] vegl6 - 7898  82.39 - 62.56 | 6290 - .
10 | AccumulateAtn [4] veel6 81.27 | 8117 | 80,01 | 65.56 | 68.76 | 60.63 - -
11 | ParallelAun [42] veelh 8167 | 8081 | 81,32 | 64.18 | 66,31 | 61,46 - -
12 | MAuNet [35) veglo 8094 | 7999 | 8230 | 6307 | 65.084 | 61.77 | 7304 | 7279
13 | Ours CMRIN vegle | 8402 | 84,51 | 8259 | 7146 | 75.38 | 64.74 | 76.16 | 76,25
14| MAuNet [35] resnet101 | 85.65 | 85.26 | 84.57 | 71.01 | 75.13 | 66.17 | 78.10 | 78.12 |
15 | Ours CMRIN resnctlO | 8699 | 87.63 8473 7552 | 3093 | 68,99 | 8045 | 80.66

Comparison with state-of-the-art approaches on RefCOCO, RefCOCO+ and RefCOCOg



Experiments

global langcxt+vis instance: Visual feature + location feature, last hidden unit of LSTM, matching
global langcxt+global viscxt(2): GCN on the spatial relation graph
weighted langext+guided viscxt: Gated GCN on the language-guided visual relation graph

weighted langext+guided viscxt+fusion: Gated GCN on cross-modal relation graph

e —— —

| [ RefCOCO [ RefCOCO+ [ RefCOCOg |

| val | testA testB val [estA testB val lesl
| | global langext+vis instance | 7905 | 8147 | 77.86 | 63.85 | 69.82 | 57.80 | 70.78 | 71.26 |
2 | global langext+global visext(2) 82.61 | 83.22 | 8236 | 67.75 | 73.21 | 63.06 | 7429 | 75.23
3 | weighted langext+guided visexu(2) 85.29 | 86.09 | 84.12 | 73.70 | 79.60 | 67.52 | 7847 | 79.39
4 | weighted langext+guided visext( I +fusion | 85.80 | 86.09 | 8398 | 73.95 | 7843 | 67.21 | 79.37 | 78.90
5 | weighted langext+guided visext(3)+fusion | 86.55 | 87.50 | 8453 | 75.29 | 8046 | 68.79 | 80.11 | 8045
6 | weighted langext+guided visext(2)+fusion | 86.99 | 87.63 | 84.73 | 7552 | 8093 | 68.99 | 80.45 | 80.66

Ablation study on variances of our proposed CMRIN on RefCOCO, RefCOCO+ and RefCOCOg



Visualization Results

“an elephant between |:|
two other elephants”

objects Initial Attention Score Final matching score
g S \Ieft \Ieft
4 \
Input Image / \
P 9 lr= =7~ _ _ Result
\ / L AN _ N / N /
v pld ’ \ / N ’
\\\\ ’/ /, S // . So // .
T~ = right = right




Visualization Results

“green plant behind a table visible behind a lady’s head”

1 ][

) A N
Input Image Objects

“sandwich in center row all the way on right”

Input Image Objects

Initial Attention Score Final matching score Result

Initial Attention Score Final matching score Result
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Dynamic Graph Attention (ICCV2019)

Motivation:

[ Referring expression comprehension inherently requires visual reasoning on top of the relationships

among the objects in the image. Example »

0 Human visual reasoning of grounding is guided by the linguistic structure of the referring expression.

Our Proposed Method: L,
: : : initial objects ' ”dentifying compound objects
: input . : umb.relav :
O Specify the reasoning process as a sequence of ; - i - e p!
| A & 2! ' »! ; 3 :
. . - : : : ' Y3 |
constituent expressions. ! oo - % n
. . ol et e >
O A dynamic graph attention network to perform | e | e
. ' r:' n Attention
. . . . . : - 1 = hal
multi-step visual reasoning to identify compound ; : peeeenzzzzeeesss | N °°’%
: expression: the umbrella hefc: 1 T=0 " '/A
. . . . . the Berson in the pink hat ,—"-An r ——o: = 1 held by the persor C . TN? umbreiia held by
objects by following the predicted reasoning process. 7= LRI 100 ndmbia 1L e person e pek



Dynamic Graph Attention Network

3 e
Update
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Expression = " the umbrellahedd | | word ra——rs ety - .
by the person in the pink hat* | Embedsing | LM | I canasaadiind g fme i) ! "‘*é;' |
1. Graph construction 3. Step-wisely dynamic reasoning
» Visual graph = Multi-modal graph » performs on the top of the graph under the
guidance

2. Linguistic structure analysis

» highlight edges and nodes = identify

» Constituent expressions = Guidance of reasoning :
compound objects



Graph construction

Graph

_. .
Construction

vision Tvision-language
representation representation

node/edge-word
weights

|Expression = “the umbrella held
| by the person in the pink hat”

Word
Embedding

4

I
I
I
I »  Attention
I
I
I

— Bi-LSTM

Directed graph: G! = (V, E, X ') x} = [®%pi]  Pr = Woltok, T1k, Wk, hi, wihy]

Multi-modal graph: GM = (V,E, X M ) apy = Wao[tanh(W 12k + Woof))]

d beddi F = L Q| = 20] exp(ak.l)
worda emocading - {fl}lzl Z{le exp(ak.l)

L

language representation ¢ at node vi: e = Y arif,  xh! = W, [xh:cr] + b,
=i



Language Guided Visual Reasoning Process

Expression = “ the umbrella held
by the person in the pink hat”

Word
Embedding

y

Weignts word distribution word distribution word distribution
in pink hat ‘ person umbrella
Bi-LSTM » Analyzer (T=1) Analyzer » Analyzer (T=3
I 4 4

Model expression as a sequence of constituent expressions (soft distribution over words in the expression)

R = {r’“l(t)}zL:1

F = {fl}lel

gt = W®q + p®
u® = [q®); D]

S(t) — relU(WuU(t) AT b“’)

al(,t) = Ws2[tanh(Ws03(t) + W1 hy)]

bi-directional LSTM L overall expression
> H = {h;};_, > (

(t) exp(a;”) © _ N0
N == (t) y o= Zrl hy
2_i=1expla; ) I=1



Step-wisely Dynamic Reasoning

compound objects compound objects
~—-»  Update »  Update Update (————
f 3 f O t
' O
i . j \]gates ‘ / - gates ‘ / [:
- A 4 e A 4
| O O

—Q —0Q B

|
word distribution word distribution

person

word distribution
umbrella

in pink hat

The probability of the I-th word referring to each node and type of edge: T 2 g, 5?1 = 11" B

n,

The weight of each node (or the edge type) being mentioned in time step: ) Z v ZL: o
=il

Update the gates for every node or the edge type: ;0 = A0 1 plt=D 0 = ;0 1 0= '

. . —(t) _ () (-1, (-1) , & Y -
Identify the compound object my = {;”"-_,.Awm, i+ be) 0 _ AW +mP) +b) +pl T ml Y
. . J. R A) —
corresponding to each node: O — mlD 45 Py



Experiments

Comparison with state-of-the-art methods on RefCOCO, RefCOCO+ and RefCOCOg

when ground-truth bounding boxes are used.

RefCOCO RefCOCO+ RefCOCOg
feature val lestA | testB val testA | testB val tesl
MMI | I5] veel6 - 63.15 | 64.21 - 48.73 | 42.13 - -
Neg Bag [19] veele | 7690 | 7560 | 78.00 | - . . - | 6840
CG[16] veglh . 7404 | 7343 60.26 | 55.03
Altr [ 13 veelb - 78.85 | 78.07 - 6147 | §57.22 - -
CMN 7] veglb . 75.94 | 79.57 . 59.29 | 59.34
Speaker [31] veel6 | 76.18 | 74.39 | 77.30 | 5894 | 61.29 | 56.24 - -
Spearker+Listener+Reinforcer(32) veelo | 7836 | 77.97 | 7986 | 61.33 | 63.10 | 58.19 | 71.32 | 7T1.72
Speaker+Listener+Reinforcer [32] vegl6 7956 | 7895 | 8022 | 6226 | 64.60 | 5962 | 7165 | 71.92
AccumulateAtin [4] veel6 $1.27 | 81,17 | 8001 | 65.56 | 68.76 | 60.63 - -
ParallelAttn [33] vegel6 | 8167 | 8081 | 81,32 | 64,18 | 66.31 | 61,46 . -
MAUNet [30] veel6 | 8094 | 7999 | 8230 | 63.07 | 65.04 | 61.77 | 73.04 | 72.79
Ours DGA veel6 83.73 | 83.56 8251 | 68,99 _ 72.72 | 6298 | 75.76 | 75.79
MATNet [30] resnetiOf | 8565 | 85.26 | 8457 | 7100 | 7513 1 66,17 | 78,10 | 78.12
| Ours DGA resnetlO) | 86.34 | 86.64  84.79 | 7356 | 78.31  63.15 | 80.21 | 80.26




Explainable Visualization

“motor bike the man
with a backpackis riding”

man with backpack man
T=1 T=2
! — R ;
. -
% o S
N _
motor bike man matching

T=3



Visualization Results

tree structure

matching

“ : ” “purple shirt” “lad
a lady wearing a cake pUrp Y

purple shirt with a

birthday cake” T=1 T=2 T=3

o
";f) l\ l

7

“the elephant “gray shirt matching

behind the man | | |

_ _ chain structure
wearing a gray shirt”
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Scene Graph guided Modular Network
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' expression: the girl in blue
smock across the table

S

Scene Graph
Representations

BCFOSS
" " blue smoc@ @:e table i :
Structured Reasoning Process O
- Reasoning Neural Modules

Performs structured reasoning with neural modules under the guidance
of the language scene graph



Scene Graph guided Modular Network

Expression « “the girl in biue " o o rin
SOCk aCross the table™
Slue ymoch the tabee
0 l s —~s
Sere G L Remorseg ) ArerNode Nor v Averdiaiation Tramder Merge [}
Reprewentatioon ! LR ] Newry Mod ey
! . 'l T I
9 <. =
(] @
. P ——  ———

Overview of our Scene Graph guided Modular Network (SGMN)



Scene Graph Representations

Expression = “the girl in blue
smock across the table”

|

Scene Graph

Language Scene Graph
the girl

b
iy ﬁross

blue smock the table

Representations

Image Semantic Graph

Image Semantic Graph:

Go = (V°,E°) {v? L

_ o 1N

eo={€j tij=1

Node:

Visual feature: Vio

Spatial feature: P = |4, y;, Wy, hi, w;ihy]

Edge feature: €, = W19, v?]

_:‘CC'L
w; ]

Tjtwj—Te; Yjthj—ye;

w;q Y

10 Yi—Yec;
h; )

1) [xj




Scene Graph Representations

Expression = “the girl in blue
smock across the table”

|

Scene Graph

Language Scene Graph

—

the girl
= /’ '\\
in " \.across
4 N\

blue smock the table

Representations

Image Semantic Graph

Language Scene Graph
G = (Vv 8)

YV = {v,, }M_, noun or noun phrase

£ = {ex}& er = (Vks, Ty Vko)
k=1 k ksy!'kyVUko

Relation 7', a preposition/verb word or phrase

€k indicates that subject node U ¢ is modified
by object node



Structured Reasoning

stack

_ breadth-first the table
the girl
traversal
— VWSS E— blue smock
blue smock the table the girl
the girl in blue smock across the table
Is to the stack
left of
a skater » a boy breadth-first | a skateboard
> traversal
on‘ Iis wearing =) dark t-shirt
a skateboard dark t-shirt a skater
a boy who is to the left of a skater and 1s wearing a boy
dark t-shirt, and the skater is on a skateboard




Structured Reasoning

POP

stack

the table the table AttendNode
the girl 1
V across =% | plue smock Leaf Node
blue smock the table

the girl

/\O'\>
=
-~ 4



Structured Reasoning

POP

O O
® /O
®—©
QT
Edge Op.(in)
stack
the girl Merge
V‘WSS —> Intermediate node Edge o pe
Op.(across) o\ /&
blue smock the table 1 = O -
® o O
@\ /@
O 9



Leaf node operation

Given node U, , with its associated phrase consists of words {w; } _,

Embedded feature vectors: {f; } /_;

Bi-directional LSTM for context feature representation: h,

represent the whole phrase feature as: h

An individual entity is often described by its appearance and spatial location. We learn feature representations
for node V,,, from both appearance and spatial location:

r l_}lonk — siomoi Wl'h !
O‘Im)k exp(Wluuk h’ Io()A Z (][””Af {AlOOk ’r]y 1 ; ; SIg Old( (; i )())
t.m Vi t,m ‘ . . . /& \
' (W  h B3¢ = sigmoid(W; h + b
Z! 1 eXp look ') : — AttendNOde = — ( . { ; )
alo¢ = exP(W[“‘ h’) vioe — Z aloc f l Anm = P r /\r:"r)u + 3¢ A,:”m
t.m Z i exp a7 ) m t.m*ts {A ocC } N N
=1 1()( t t=1 n,m {/\n.m } NOI’I]]( { An.m } )

n=1" n=1




Intermediate node operation

Intermediate node V,,, 1s connected to nodes that modify it, denote the connected edge subset as: Sm c &

For each edge ex = (Vks, Tk, Uk, ), form an associated sentence by concatenating the words or phrases

Obtain embedded feature vectors: {f; }le , Bi-directional LSTM for context feature representation: hy,

Compute the attention map for node Vj, ¢ from both subject description and relation-based transfer

For subject description, compute as Leaf Operation and obtain: {)\ZOOk N —1 and {)\ZO% }n 1)

For relation-based transfer, relational feature representation ;5 = ST eXpe(::('el ZOK? 3
=1 ’r‘cl t=1
I' ;. — AttendRelation —{"ij, k=1
Transfer —> Norm —>{)\r€l n 1
{)‘n,ko }7];7:
B¢t = sigmoid(WZ1h + by)
Ak, = BNk 4 gloelos 4 Bt Areh | {{An i, Yy }—{ Merge | —+[ Norm |—{{2 1},
{An.k, };—1 = Norm({ A, «, }1—1)




Neural Modules

AttendNode [appearance query, location query]:

Alook — (L 2Norm(MLPg(v?)), L2Norm(MLP; (v°°%)))
Alo¢ — (L2Norm(MLP5(p?)), L2Norm(MLP3(v'°%)))

AttendRelation [relation query]:
vij = o({L2Norm(MLP;(e7;)), L2Norm(MLP; (e))))

Transfer: )\"cv — Z%’j)‘j Merge: )\, = > X,

Norm: Rescale attention maps to [-1, 1].



Loss Function

The final attention map for the referent node is obtained: {)\n’f,a6 f },r]y: 1

N
Adopt the cross-entropy loss for training: p; = exp(A; ref)/ Z exp(An,ref),loss = —log(pyt)

n=1

Pgt is the probability of the ground-truth object

During inference, choose the object with the highest probability.



Ref-Reasoning Dataset

Motivation:

[ Dataset biases exist
O Samples in existing datasets have unbalanced levels of difficulty
O Evaluation is only conducted on final predictions but not on intermediate reasoning process

Ref-Reasoning Dataset:

Built on the scenes from the GQA dataset.
Generate referring expressions according to the ground-truth image scene graphs.

Design a family of referring expression templates for each reasoning layout.

During expression generation: (the referent node + a sub-graph + a template), check uniqueness.

Define the difficulty level as the shortest sub-expression which can identify the referent in the
scene graph.



Experimental Datasets

Dataset

RefCOCO

RefCOCO+

RefCOCOg

Ref-Reasoning

Specification

» 142,210 expression referent pairs in 19,994 images
» Average length of expression < 4

» 141,564 expression-referent pairs in 19,992 images
» Forbids describing the absolute locations
» Average length of expression < 4

» 95,010 expression-referent pairs from 25,799
images

» Average length of expression 8.43

> 810,012 referring expressions in 195,288 images

» Semantically rich expressions describing

objects, attributes, direct relations and indirect

relations with different layouts



Experiments

Comparison with baselines and state-of-the-art methods on Ref-Reasoning dataset

Number of Objects Split
one two three | >= four val test
CNN 10.57 | 13.11 | 14.21 11.32 12.36 | 12.15
CNN+LSTM | 75.29 | 51.85 | 46.26 32.45 42.38 | 42.43
DGA 73.14 | 54.63 | 48.48 37.63 45.37 | 45.87
CMRIN 79.20 | 56.87 | 50.07 35.29 4543 | 45.87
Ours SGMN | 79.71 | 61.77 | 55.57 41.89 51.04 | 51.39

O The CNN model 12.15%, much lower than 41.1%!* for the Ref-COCOg dataset.

O CNN+LSTM 75.29% on one-node split (Not require reasoning).
O DGA and CMRIN achieve higher performance on the two-, three and four-node splits
because they learn a language-guided contextual representation.



Experiments

Comparison with state-of-the-art methods on
RefCOCO, RefCOCO+ and RefCOCOg

RefCOCO RefCOCO+ RefCOCOg

testA | testB | testA | testB test
Holistic Models
CMN (Y] 75.94 | 79.57 | 59.29 | 59.34 -
ParallelAttn [ 1Y) 80.81 | 81.32 | 66.31 | 61.46 -
MATttNet* [26] 85.26 | 84.57 | 75.13 | 66.17 78.12
CMRIN# [23] 87.63 | 84.73 | 80.93 | 68.99 80.66
DGA* [24] 86.64 | 84.79 | 78.31 | 68.15 80.26
Structured Models
MattNet* + parser [20] | 79.71 | 81.22 | 68.30 | 62.94 73.72
RvG-Tree* [¥] 82.52 | 82.90 | 70.21 | 65.49 75.20
DGA¥* + parser [ 2] 84.69 | 83.69 | 74.83 | 65.43 76.33
NMTree* [15] 85.63 | 85.08 | 75.74 | 67.62 78.21
MSGL* [106] 85.45 | 85.12 | 75.31 | 67.50 78.46
Ours SGMN# 86.67 | 85.36 | 78.66 | 69.77 81.42

0 SGMN consistently outperforms
existing structured methods across
all the datasets.

[ Holistic
higher performance.

models usually have

0 However, inference mechanism of

holistic  methods has  poor

interpretability.



Experiments

Ablation study on the design of neural modules

one
w/o transfer 79.14

w/0 norm 79.37
max merge 78.71
min merge 78.83

Ours SGMN | 79.71

Number of Objects

two

| 4851

49.44
54.00
53.83

| 61.77

three

>= four
31.57
31.57
34.76
35.79
41.89

Spiit

val

40.66 |

40.80
44.50
45.25
51.04

test
41.88 |
41.93
45.27
46.00
51.39

O All the models have similar performance on the split of expressions directly describing the

referents (one node split).

0 SGMN without the Transfer module and without Norm module have much lower

performance.

[0 min-merge and max-merge drops because max-merge only captures the most significant

relation and min-merge 1s sensitive to parsing errors.




Experiments

.there is a blanket T a chair

walking with to the left of

n
afloor —20 > lamp

al WL

a dog pink and black hair
s

|
|
ol |

i)

e
NS

(b) there is a blanket which is on the chair
to the left of lamp on a floor

(@) a woman with pink and black
hair walking a dog

SGMN can generate interpretable visual evidences of
intermediate steps in the reasoning process.



Experiments
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Worng yelow third, and T Doy @ 1o e right of brash can

askater —> a boy

is to the left of
/ is wearing

a skateboard dark t-shirt

a boy who is to the left of a skater and is wearing dark t-shirt, and
the skater is on a skateboard

SGMN can generate interpretable visual evidences of
intermediate steps in the reasoning process.
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Future Work Discussion

Commonsense Reasoning for Visual Grounding
v e

Why is [persond-] pointing at [person1 ]?

o) He s telling [person3f | mat [persont [ ] ordered the pancabes.
) He jut told & joke

a9 N--h*qmmlpel:ofﬂ-]

@ No-mlpauonl']m

o [persont ] hes the pancakes in tront of him.
] t) [persond Bl | is taking everyore's order and asked for clerfication
b.z‘:q o [person3 Bl | & oking at $w pancakes and both she and
[person2 il | are aming sightyy
A [persond ]| is delverng food to the Latde, and she might not
know whose crder i whose.

How did lperson2.] get the money that's in front of her?
o lpersonzll i saling Sings on the street

b) [person2 il | samed tha money playng music.
o She may work jobe for he mafa
d Ghe won money pleying poker
/
ou W Shem for money
\._ b [person2 = 0 professonal MUNGEn N BN orchestra
_ ; o [person2 i | and [persont [ |ace both holding imstruments,

and were probably for that monery.
& [persont J ] & pettng money i [person2 ] s 5p jar while
she plays munc

From Recognition to Cognition: Visual
Commonsense Reasoning, CVPR2019

1. The lady to the right of the waiter
2. The person who ordered the dish served by the waiter



Future Work Discussion

Task Driven Object Detection

What object in the scene would a human choose

to serve wine? I want to watch the “The Big

Bang Theory” now, by the way,
[Sawatzky et al. CVPR2019] the room is too bright.



Thank You!
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Source code available at:
https://github.com/sibelyang/sgmn



https://github.com/sibeiyang/sgmn

