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3D Point Cloud Data

• Unstructured set of 3D point samples

Each point consists of geometry information (𝑥, 𝑦, 𝑧) and optional attributes , 
e.g., color (𝑟, 𝑔, 𝑏) and normal (𝑛𝑥 , 𝑛𝑦, 𝑛𝑧)

• Acquisition devices
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Up-sampling over 3D Point Clouds

• Given a sparse point cloud with 𝑁 points, generate a dense point 
cloud with 𝑀 points (𝑴 > 𝑵) via a typical computational method to 
represent objects/scenes.

It is costly and time-consuming to obtain such highly detailed data from 
hardware.

High resolution point clouds are beneficial to subsequent applications, e.g. 
surface reconstruction, object detection.
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Point Cloud Up-sampling vs. Image Up-sampling

• 3D geometry information

• Irregular and unordered (non-
Euclidean space)

• How to design feature/point 
expansion? 
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• Illumination (color) information

• Regular structure (Euclidean 
space)

• Deconvolution/transposed layer 
to expand features

More 
Challenging



Down-sampling over 3D Point Clouds

• Given a point cloud with 𝒏 points, generate a sparse point cloud with 
𝒎 points (𝒎 < 𝒏) distributed in the same space to represent the 
original object/scene. 

 Reduce information redundancy, thus more efficient running time, saving 
storage space and transmission bandwidth.
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Down-sampling over 3D Point Clouds

• Our goal: task-oriented point cloud down-sampling, i.e., the down-
sampled sparse point clouds will maintain the task performance as 
much as possible.
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Related Works

• Deep learning-based up-sampling methods: PU-Net

Expand features using separated neural network branches.

7L. Yu, et al., PU-Net: Point Cloud Upsampling Network, in Proc. CVPR, 2018



Related Works

• Deep learning-based up-sampling methods: EC-Net

Based on PU-Net, restoring sharp features with additional edge and surface 
annotations

Require additional annotations for edges and surfaces, which are costly and 
infeasible for data with complex geometry

8L. Yu, et al. EC-Net: an edge-aware point set consolidation network, in Proc. ECCV. 2018. 



Related Works

• Deep learning-based up-sampling methods: MPU

A cascade structure that progressively up-samples the input 2x at each level.

Append +1/-1 to feature to separate features

9Y. Wang, et al. Patch-based progressive 3d point set upsampling, in Proc. CVPR, 2019.



Related Works

• Deep learning-based up-sampling methods: PU-GAN

Introduce an additional discriminator (GAN structure) to improve the 
generator’s performance.

Extend the 1D code assign in MPU to the 2D code assign for feature 
expansion.

10R. Li, et al., Pu-gan: a point cloud upsampling adversarial network  In Proc. ICCV, 2019



Related Works

• Classic down-sampling methods 

Random sampling (RS)

Farthest point sampling (FPS)

Poisson disk sampling (PDS)

The down-sampled point cloud is a subset of the dense one, which can 
preserve geometry well to some extent but are completely independent of 
downstream applications. Thus, the down-sampled point clouds may degrade 
the performance of the subsequent applications severely.
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Related Works

• Deep learning-based down-sampling methods: S-Net

Task-oriented point cloud down-sampling supervised by a joint loss.

Trivially generate sparse points directly from the global feature 
without sufficient consideration of the local structure.

O. Dovrat, et al. “Learning to sample." In Proc. CVPR, 2019 25



Related Works

• Deep learning-based down-sampling methods: Sample-Net

Extension of S-Net,  introduce an additional post-processing module (soft 
projection) to deal with non-differentiable sampling operation in S-Net.

Still suffer from the drawback of S-Net, i.e. the ignorance of the spatial 
correlation

O. Dovrat, et al. “SampleNet: Differentiable Point Cloud Sampling ." In Proc. CVPR, 2020 25



Proposed Up-sampling Method: PUGeo-Net

• PUGeo-Net: A Geometry-centric Network for 3D Point Cloud Up-
sampling

Geometry-centric, link differential geometry and deep learning elegantly. 
Provide quantitative verification to confirm the interpretation.

Jointly generate coordinates and normal, which will be beneficial to 
downstream applications,  e.g. surface reconstruction and shape analysis. 

Outperform state-of-the-art methods for all metrics.

Robust to noisy and non-uniform input, e.g. real scanned LiDAR data.

14



Proposed Up-sampling Method: PUGeo-Net

• Theoretical foundation of PUGeo-Net 

The Fundamental Theorem of the Local Theory of Surfaces states the local 
neighborhood of a point on a regular surface can be completely determined 
by the first and second fundamental forms, unique up to rigid motion
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Proposed Up-sampling Method: PUGeo-Net

• Flowchart of PUGeo-Net 
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(a) Visual illustration of our method. (b) The neural network architecture.



• Hierarchical feature embedding module

Extract features from low- to high-levels. We adopt the standard DGCNN to 
realize this module.

• Feature recalibration

Self-gating attention to enhance multi-scale features

concatenate features of all 𝐿 layers:

utilize an MLP to obtain logits:

obtain recalibration weights:

 recalibrate multi-scale features:

Proposed Up-sampling Method: PUGeo-Net

17Y. Wang, et al. "Dynamic graph cnn for learning on point clouds." ACM TOG, 38.5 (2019): 1-12.



• Parameterization-based point expansion

The input points are expended 𝑅 times, leading to a coarse dense point cloud 
as well as coarse normal.

adaptive sampling in the 2D parametric domain

 prediction of linear transformation

 lift the points to the tangent plane of

prediction of the coarse normal

Proposed Up-sampling Method: PUGeo-Net
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• Local shape approximation

The points located on the tangent plane are wrapped to the curved space. 
Based on the 2nd order approximation, the warping should be along the 
normal direction with a displacement.

predict the displacement

update dense points

predict normal offset

update dense normal

Proposed Up-sampling Method: PUGeo-Net
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Proposed Up-sampling Method: PUGeo-Net

• Joint training loss for PUGeo-Net

𝐿𝐶𝐷 measures the distance between the up-sampled point cloud      and the 
corresponding ground-truth one                  via Chamfer Distance (CD):

𝐿𝑐𝑜𝑎𝑟𝑠𝑒 measures the error between the predicted coarse normal                
and the ground-truth one     :

𝐿𝑟𝑒𝑓𝑖𝑛𝑒𝑑 measures the error between the predicted dense normal                 
and the ground-truth one       :
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Proposed Up-sampling Method: PUGeo-Net

• Experiments

Quantitative comparisons with SOTA methods
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CD: Chamfer distance. HD: Hausdorff distance. P2F: Point-to-surface distance. JSD: Jensen-Shannon divergence



Proposed Up-sampling Method: PUGeo-Net

• Experiments

Visual comparisons with SOTA methods
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Proposed Up-sampling Method: PUGeo-Net

• Experiments: Robustness validation 

Noisy and non-uniform data 
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Proposed Up-sampling Method: PUGeo-Net

• Experiments: Robustness validation 

Scanned data by LiDAR
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Proposed Up-sampling Method: PUGeo-Net

• Experiments

Ablation studies 
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Proposed Up-sampling Method: PUGeo-Net

• Experiments: validation of our method’s properties 

Comparison of the distribution of generated points by different methods

Geometry-centric nature 
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Proposed Down-sampling Method

• Problem formulation from the perspective of matrix optimization

Input point cloud                            , down-sampled one  
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Illustration of the formulation of the down-

sampling problem with matrix multiplication 

𝑥
𝑦
𝑧

𝚽(⋅) is feature mapping function and 𝚽−𝟏(⋅) is its inverse. 



Proposed Down-sampling Method: MOPS-Net

• MOPS-Net: a matrix optimization-driven network

Flowchart
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Proposed Down-sampling Method: MOPS-Net

• MOPS-Net: a matrix optimization-driven network

Flowchart
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Proposed Down-sampling Method: MOPS-Net

• MOPS-Net: a matrix optimization-driven network

Flowchart
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Proposed Down-sampling Method: MOPS-Net

• MOPS-Net: a matrix optimization-driven network

Flowchart
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Proposed Down-sampling Method: MOPS-Net

• MOPS-Net: a matrix optimization-driven network

Flowchart
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Proposed Down-sampling Method: MOPS-Net

• MOPS-Net: a matrix optimization-driven network

Flowchart
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Proposed Down-sampling Method: MOPS-Net

• Joint training loss for MOPS-Net

 𝐿𝑡𝑎𝑠𝑘 measures the subsequent task error for down-sampled point clouds    .

 𝐿𝑑𝑖𝑠𝑡 regularizes the network to learn down-sampled point clouds that are 
close to the input.

𝐿𝑠𝑢𝑏𝑠𝑒𝑡 constrains     close to subset of input.

𝐿𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 encourages    preserve the overall shapes of input.

34



Proposed Down-sampling Method: MOPS-Net

• Extension: Flexible MOPS-Net for arbitrary ratios

A single network to down-sample with arbitrary sampling ratios after only one-
time training.

Instead of learning a rectangular sampling matrix, we learn a square matrix                                                
, the left-most columns are selected to form sampling matrix                  

to produce m points.

Trained by multi-level loss function  
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Proposed Down-sampling Method: MOPS-Net

• Experiments

Classification-driven down-sampling
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Proposed Down-sampling Method: MOPS-Net

• Experiments

Reconstruction-driven down-sampling
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Visual comparisons of the reconstructed point clouds 

by different downsampling methods with m = 64. The 

top row shows the sampled points (colored points) by 

different methods. The bottom row shows the 

reconstructed point clouds by different methods. (a) 

The original point cloud; (b) RS; (c) FPS; (d) S-Net 

(blue points) and S-Net-M (red points); and (e) MOPS-

Net (blue points) and MOPS-Net-M (red points). Note 

the bottom row of (c) and (d) are the reconstructions 

by S-Net-M and MOPS-Net-M.



Proposed Down-sampling Method: MOPS-Net

• Experiments: ablation studies 

The joint loss

 Appearance of he learned matrix 𝑺

38

Validation of the inverse mapping function



Conclusions

• We proposed the first geometry-centric deep neural network for 3D point 
cloud up-sampling, which is essentially different from the existing 
methods which are largely motivated by image super-resolution 
techniques.

• We presented MOPS-Net, a novel end-to-end deep learning framework for 
task-oriented point cloud down-sampling. In contrast to the existing 
methods, we designed MOPS-Net from the perspective of matrix 
optimization.

• Extensive experiments demonstrate the significant superiority of our 
methods over state-of-the-art approaches.

• Our methods not only brings new perspectives to the well-studied problem, 
but also links discrete differential geometry, matrix optimization, and deep 
learning in a more elegant way. we believe they has the potential for a 
wide range 3D processing tasks.
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