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Scharstein & Szeliski. A taxonomy and evaluation of dense two-frame stereo correspondence algorithms. IJCV, 2002, 47, 7-42

Matching Cost Computation

Cost Aggregation

Disparity Computation

Disparity Refinement

Å Distances: L1, L2
Å Correlation: NCCιZNCC
Å Non-parametric measures: rank and census 

transforms

Å Square window 
Å Gaussian
Å 3D aggregation
Å Shiftable window

Å Local methods: winner-take-all (WTA)
Å Global methods: an energy minimization framework

Å dynamic programming, max-flow and graph-cut
Å cooperative algorithms

Å Subpixel enhancement: iterative gradient descent, 
curve fitting

Å Median filter
Å Bilateral filter

0201 Supervised Stereo Matching
Related Work



DL for Depth Estimation
ÇMatching Cost Computation

ÇĢbontar& Lecun, CVPR 2015 & JMLR 2016

Ç Luo et al, CVPR 2016

ÇShaked & Wolf, CVPR 2016
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Ç3-In-1 CNN: for Matching Cost Computation, Cost 
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DL for Depth Estimation
ÇMatching Cost Computation

ÇĢbontar& Lecun, CVPR 2015 & JMLR 2016

Ç Luo et al, CVPR 2016

ÇShaked & Wolf, CVPR 2016

Ç3-In-1 CNN: for Matching Cost Computation, Cost 
aggregation, and Disparity Computation

ÇMayer et al. CVPR 2016

ÇKendall et al. CVPR 2017

ÇAdditional CNN for Disparity Refinement

ÇGidaris & Komodakis, CVPR 2017

ÇPang et al. ICCVW 2017
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ÇAll-In-One: Integrate All Steps of Stereo Matching into One Network

Ç Improve Accuracy

Ç Improve Efficiency

ÇResidual Learning: Integrate Disparity Refinement into CNN

ÇTraditional Methods

Ç left-right check: find correct, mismatched and occluded regions

Ç interpolation, sub-pixel enhancement, filtering

Çhard to be modelled by CNN

ÇResidual Learning 

Çuse initial disparity            to reconstruct left image from right image 

Z. Liang, Y. Guo*, et al. Stereo Matching Using Multi-level Cost Volume and Multi -scale Feature Constancy. IEEE TPAMI 2019.
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Å The EPE can be significantly reduced with disparity refinement using feature correlation and 

reconstruction error

Å Feature reconstruction error plays the major role in performance improvement

Z. Liang, Y. Guo*, et al. Stereo Matching Using Multi-level Cost Volume and Multi -scale Feature Constancy. IEEE TPAMI 2019.
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Å The EPE can be significantly reduced with disparity refinement using feature correlation and 

reconstruction error

Å Feature reconstruction error plays the major role in performance improvement

Å Iterative refinement helps to further improve the performance

Z. Liang, Y. Guo*, et al. Stereo Matching Using Multi-level Cost Volume and Multi -scale Feature Constancy. IEEE TPAMI 2019.
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Z. Liang, Y. Guo*, et al. Stereo Matching Using Multi-level Cost Volume and Multi-scale Feature Constancy. IEEE TPAMI 2019.

0201 Supervised Stereo Matching
Results on KITTI 2015



0201 Supervised Stereo Matching
CVPR 2018 Robust Vision Challenge
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ÂGood Flexibility and Scalability to Different Disparities

Disparities between stereo images can vary significantly

Ç different baselines

Ç different focal lengths

Ç different depths

Ç different resolutions

Â Low Computational and Memory Cost

0202 Unsupervised Stereo Correspondence Learning
Objectives



Â PAM to Capture Stereo Correspondence

ÇAchieve global receptive field along the epipolar line to handle different 
stereo images with large disparity variations

Ç Improve efficiency

L. Wang, Y. Guo* , et al. Parallax Attention for Unsupervised Stereo Correspondence Learning. IEEE TPAMI, 2020
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Â Overview 

L. Wang, Y. Guo* , et al. Parallax Attention for Unsupervised Stereo Correspondence Learning. IEEE TPAMI, 2020
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Â Overview 

L. Wang, Y. Guo* , et al. Parallax Attention for Unsupervised Stereo Correspondence Learning. IEEE TPAMI, 2020
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parallax-attention maps



Â How PAM Works?

L. Wang, Y. Guo* , et al. Parallax Attention for Unsupervised Stereo Correspondence Learning. IEEE TPAMI, 2020

0202 Unsupervised Stereo Correspondence Learning
Parallax-attention Module (PAM)
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Â Geometry-Aware Matrix Multiplication as Warping

L. Wang, Y. Guo* , et al. Parallax Attention for Unsupervised Stereo Correspondence Learning. IEEE TPAMI, 2020
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