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Research Area

Autonomous 3D Avatar * Human Digitizing

 Motion Synthesis
* Deep Representation Learning

* AR&VR




Human Digitizing

Compression Rate: 0.1%

Reconstruction from stereo systems
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Human Digitizing

Reconstruction from single-view images
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Projector

Kinect

Facebook Reality Labs

CHI 2016




Motion Synthesis

Recurrently generate long motion sequence. Long-term motion inbetweening.

ICLR 2018

arxiv



Motion Synthesis

3D motion from 2D sketches

Sketched Keyframes
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Deep Representation Learning

How to represent rotation in neural networks?
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How to represent 3D hair in neural networks?
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Deep Representation Learning

How to represent Mesh in neural networks?




Fully Convolutional Mesh Autoencoder
using Spatially Varying Kernels

Neurips 2020

Yi Zhou, Chenglei Wu, Zimo Li, Chen Cao, Yuting Ye, Jason Saragih, Hao Li and Yaser Sheikh.
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How to apply CNN on registered 3D meshes?

Registered Mesh: Mesh with the same number and order of vertices and edges.
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http://dfaust.is.tue.mpg.de/

Common practice: 2D CNN Iin UV space

2D Map of 3D coordinates




Common practice: 2D CNN Iin UV space

2D Map of 3D coordinates

Problems:
1. Artifacts along seam lines and from distortion

2. Poor performance when reconstructing global deformation




Directly apply CNN on Mesh?



Challenge

Cannot sample uniform kernels on a non-uniform mesh

Mesh CNN

Regular 2D CNN
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Shift-variance Mesh

Shift-invariance Grid



Existing Methods:

Spiral CNN Edge CNN GCNN ACNN MoNet

* Low Reconstruction Accuracy

* Low Generalizability



Existing Methods: Our Method:

Original and output graph
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* Low Reconstruction Accuracy * High Reconstruction Accuracy

* Low Generalizability

Groundtruth Ours Neural3DMM  Spectral (Cheb) MoNet



Existing Methods: Our Method:

Original and output graph

a) B . :
//: < f ° e & .. o o> = o.
AV S N
Spiral CNN Edge CNN GCNN ACNN MoNet
* Low Reconstruction Accuracy * High Reconstruction Accuracy
* Low Generalizability * High Generalizability

* Provides natural analogs of 2D operations:
e Stride, receptive field, pooling, unpooling, etc



Insights

A mesh is a discretization of a continuous space.

A continuous kernel can be shared in a continuous space.

A discretized kernel can be sampled from a continuous kernel.

Local patch




Core |ldea:

1. Sample weight from a shared uniform kernel.

2. Learned sampling coefficients.

Mesh Non-uniform Local Mesh Imagined Uniform Kernel

O : weight on vertex. : weight basis.



Convolution Operation:

Each Convolution Layer has one weight basis B = {By}._,, By € R"*¢

Each edge j for a local vertex i has coefficients  A; ; = {ai jr}il,, a € R:
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The weight W, ; on each edge is computedas W, ; = E «; kB Wi/l
k=1 ’,' ," '

The output feature is computedas y; = Z W, ix;; +b
xi i EN (1)

B and A; ; are training parameters, shared across the dataset.
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Pooling Operation

Observation: local density is non-uniform

Solution: Monte Carlo Integration with learned density coefficients

Formulation:

pi
E;
Zj:1 |03

Each local vertex j has a density coefficient  p; ; =

The output feature is computedas  y; = Z Pl i,
JEN (1)

Pi,j are training parameters, shared across the dataset.
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Scaling scheme:

Convolution,
Pooling
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Original graph

Select sampled vertices with stride=1.

Transpose Convolution,
Unpooling

Output graph
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Input graph
Create input/output graphs for Conv/Pool.
Reverse
Output graph

:. - P o1 T i

= « " ‘. ® ee°
Q'D ] . ‘ — . ! :

N etk B '.7** 1
: . ! |. ! 1
@ V! @ :
Xi E

Input graph .

Conv/Pool, radius=1

Output graph
%
s
N(i) | : @
. @
Input graph TR

Create edges between input and output graphs.

TransConv/Unpool, radius=2
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Operations Analog to Regular CNN

Down-sampling Up-sampling Attributes
(Stride, kernel radius, basis size,
vcConv vcTransposeConv . oL
in_channel, out_channel, dilation)
vdPool vdUnpool (Stride)
vdDownResidual vdUpResidual (In_channel, out_channel)
Original and output graph Output graph
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Fully Convolutional architecture

i Residual block .’g
; ~~;,v ':1 . R
: "* " Encoding

pEaad
%

TN

i W 9| T

Vertex: 6890
Channel: 3

Vertex: 1925
Channel: 32

)

Zp |
= \"f‘.J

Vertex: 400
Channel: 64

\ o

" Decoding

Vertex: 54
Channel: 128

Vertex: 7
Channel: 9

Residual block

vdDownRes/vdUpRes

I Linear Transform |—-| vdPool/vdUnpool I

Input

vcConv/vcTransConv Elu

»

> Output



Localized Latent Feature

Ours Previous Methods
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Middle layer graph ~ Receptive field Middle layer graph  Receptive field
Quadric Mesh Simplification



Results:

* High reconstruction accuracy

Compression Rate: 0.3%
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Groundtruth Ours

Zoom-in non-manifold structures

Groundtruth

Groundtruth Output



Results:

 Efficient for high-resolution mesh

Compression Rate: 0.1%

+ 150,000 vertices
per mesh

Groundtruth Output
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Results:

* Localized Latent Space Interpolation

New Man A New Man A’s left leg Man B’s left leg



Results:

* Localized Latent Space Interpolation Interpolation

Middle Finger Index Finger Whole Hand

* Latent
vertices

Ring Finger Little Finger

Source




Limitation and Future Works:

Flexibility

(Unfixed Connectivity
Arbitrary Graph)

(Unfixed Connectivity
Surface Mesh)

(Fixed Connectivity
Arbitrary Graph)

(Fixed Connectivity
Surface Mesh)

MeshCNN
(Edge)

GAT, FeaST, MoNet

CoMA Neural3DMM
(Spectral) (Spiral)

Ours

>

Reconstruction Accuracy.



Conclusion

Autonomous 3D Avatar

Human Digitizing
Face, body, hair hand ...
Motion Synthesis

Recurrent synthesis, motion inbetween,

2D sketch to 3D animation,
secondary motion

Deep Representation Learning
Mesh, hair, rotation

AR & VR

AR texture, VR conference, telepresence



Research Webpage:

https://zhouyisjtu.github.io

Questions?



