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Future of AI:  Intelligent systems that perceive the 3D world
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Tasks
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Single-view Reconstruction

Single Depth View 3D Full Shape

B Yang, S Rosa, A Markham, N Trigoni, H Wen, “Dense 3D Object Reconstruction from a Single Depth View”, TPAMI, 2018
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Single-view Reconstruction



02 Fully-supervised Methods
Multi-view Reconstruction

Multiple Views
3D Full Shape

B Yang, S Wang, A Markham, N Trigoni, “Robust Attentional Aggregation of Deep Feature Sets for Multi-view 3D Reconstruction”, IJCV, 2019
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Multi-view Reconstruction
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Semantic Segmentation of Point Clouds

Point Cloud Semantic Classes

Q Hu, B Yang*, L Xie, S Rosa, Y Guo, Z Wang, N Trigoni, A Markham, “RandLA-Net: Efficient Semantic Segmentation of Large-Scale Point Clouds”, CVPR, 2020
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Semantic Segmentation of Point Clouds
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Instance Segmentation of Point Clouds

Point Cloud Instance Masks

B Yang, J Wang, R Clark, Q Hu, S Wang, A Markham, N Trigoni, “Learning Object Bounding Boxes for 3D Instance Segmentation on Point Clouds”, NeurIPS, 2019



02 Fully-supervised Methods
Instance Segmentation of Point Clouds
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Key Challenges

ØHard/Infeasible to collect 3D labels for supervision;

ØHard to generalize well to novel 3D scenarios;

Learning geometries and semantics from fewer supervision signals?
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Semantic Segmentation of Point Clouds



03 Weakly-supervised Methods
Semantic Segmentation of Point Clouds

Q Hu, B Yang*, G Fang, Y Guo, A Leonardis, N Trigoni, A Markham, “SQN: Weakly-Supervised Semantic Segmentation of Large-Scale 3D Point Clouds with 1000x Fewer Labels”, arXiv, 2019
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Semantic Segmentation of Point Clouds
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Multi-view Reconstruction

Multi-view Geometry
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Multi-view Reconstruction

GT SRNs Rendering
1. SRNs
Ø Requires optimization on every new scene;
Ø Global conditioning yields blurriness;

2. NeRF
Ø Requires retraining on every new scene;
Ø Relies only on pixelwise supervision;

NeRF Rendering Early in Training
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Multi-view Reconstruction

A Trevithick, B Yang, “GRF: Learning a General Radiance Field for 3D Representation and Rendering”, ICCV, 2021
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Multi-view Reconstruction
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Multi-view Reconstruction

Finer Details
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Multi-view Reconstruction

Better Generalization
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Multi-view Reconstruction

Can Handle Visual Occlusion
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Multi-view Reconstruction

Robust to an Arbitrary Number of Input Views
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Multi-view Reconstruction
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Ø Dense human annotations may not be necessary.

Summary

Ø Geometric constraints and prior knowledge is the key.
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Ø Generalization to unseen objects, classes, and scenes.

Ø Unsupervised learning from geometric constraints.

Future Work
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Q/A


